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Who are we?
● NREN of the Czech Republic:

– Communication infrastructure,
– Computation and data storage,
– Research and applications.

● Customers:
– Universities,
– Academy of Sciences,
– Hospitals, Schools, Public libraries, …



CESNET-CERTS
● Computer Security Incident Response Team,
● certs@cesnet.cz, abuse@cesnet.cz, https://csirt.cesnet.cz, 
● Constituency:

– AS 2852 – CESNET communication infrastructure,
– AS 48091 – Vysočina Region,

● 13 team members,
● TF-CSIRT Trusted Introducer:

– Listed since 2004 (First in Czech Republic),
– Accredited since 2008 (First in Czech Republic),
– https://tiw.trusted-introducer.org/directory/teams/cesnet-certs.html
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What does CESNET-CERTS do?
● Incident handling and IH coordination,
● ISMS, legislative conformance,
● Automation of Security Event collection and processing,
● Tool development,
● Running support services (DNS, e-mail, web, wiki, …),
● Training, publication and knowledge transfer.



Incident handling
● Tier 1: 24/7 Service Desk:

– Point of first contact – direct reports from institutions,
– Low severity incidents,
– Spam, Copyright infringement, low profile scanning, Backscatter, …
– Well-defined process, mechanic work with need for operator interaction,
– Escalation: Affected organization or Tier 2,

● Tier 2: CESNET-CERTS:
– Incident analysis,
– Coordination, response planning & execution,
– Advisory & knowledge transfer.



Security events & incidents
● Security events:

– ~2M per day,
– Detections from probes, honeypots, services (logs), …

● Security incidents:
– 20 – 30 being handled at any given time (Tier 2),

● Automation is a must:
– Event collection and processing,
– Also for incident handling – for large scale ongoing attacks,
– Need for human review,
– Constant tuning.



Mentat – Event collection and processing



How to spot an attack?
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CESNET Network Monitoring



Flow Traffic Analysis System



PassiveDNS – DNS history



Network Entity Reputation Database



DDoS resiliency exercise



Handling the threat
● We have:

– Plans: incident handling, disaster recovery,
– Experience: under constant attack, table-tops & CTFs,
– Reaction teams: Service Desk, CERTS, Network Operators, Forensic 

Laboratory,
– Communication schemes: between reaction teams, towards individual 

users, management, employees, customers, administrators,
● Time to put it under test:

– We MUST be able to withstand an attack like this,
– The “demo” was handled by automated protection mechanisms,



Rate of exploitation

Source: https://trunc.org/learning/brute-force-attacks-against-windows-remote-desktop



4 pillars of SOC
● Incident response & handling – CSIRT,
● Security event collection and processing,
● Situational awareness / CTI:

– Vulnerability monitoring,
– Threat monitoring (to know the enemy),

● Security Asset Management (to know yourself):
– Threat modeling,
– Patch management,
– Attack surface minimization.



Thank you for your attention.

Any questions or suggestions?
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